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Abstract

In wireless sensor networks, energy consumption is gen
erally associated with the amount ofsent data once commu
nication is the activity of the network that consumes more
energy. This work proposes an algorithm based on "Princi
pal Component Analysis" to perform multivariate data re
duction. It is considered air quality monitoring scenario as
case study. The results show that, using the proposed tech
nique, we can reduce the data sent preserving its represen
tativeness. Moreover, we show that the energy consumption
and delay are reduced proportionally to the amount of re
duced data.

1 Introduction

A wireless sensor network (WSN) [1,3] is a special kind
of ad-hoc network with capacity to collect, process and send
data to extern observers. The WSN s has some restrictions,
such as energy and bandwidth. Thus, to send large amount
of data can be problematic, causing excessive delay and di
minishing the network lifetime. Due to these restrictions, it
is necessary to adopt strategies to reduce the amount of data
that are transmitted in the network.

Considering the phenomena characteristics, it is impor
tant to distinguish the sensor data as univariate or multivari
ate. Univariate data represents a sample of same phenom
ena variable. Therefore, multivariate data represents sam
ples of different phenomena variables. These samples are
originated from: different sensors of a specific node; or the
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same sensor of different nodes.

A usual technique to process multivariate data is the
Principal Component Analysis (PCA) [5]. Thus, this work
proposes an algorithm for multivariate data reduction in
WSN s and it uses air quality monitoring scenario as case
study. The technique uses PCA to classify data, so that only
the most relevant samples are propagated to the sink. In
addition, through the reduction, it is possible to diminish
the energy consumption and the delay in the network, since
communication is the task that consumes more energy.

Some related works consider univariate data reduction
and they use techniques such as data aggregation [10], adap
tive sampling [7], or sensor stream reduction [2]. Consid
ering multivariate data reduction, there are some propos
als that consider discrete wavelet transformation, hierarchi
cal clustering, sampling and singular value decomposition
techniques [8]. Specifically, the reduction based on PCA,
we can find some contributions that apply PCA with pre
diction to improve the reduction [6]. Meanwhile, to provide
the reduction in WSNs, it is necessary to evaluate some pa
rameters in more details, such as the reduced data quality,
energy consumption and delay. Differently of cited works,
all of these aspects are focused and evaluated in this paper.

This paper is organized as follow. Section 2, we discuss
the problem of multivariate reduction in WSNs. The pro
posed solution is presented in Section 3. The evaluation of
the reduced data representativeness is shown in Section 4
and the network behavior is presented in Section 5. Finally,
Section 6 presents the conclusions and future directions of
this work.
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2 Problem Definition

The multivariate reduction problem in WSNs can be
stated as follows: "Considering an application for air qual
ity monitoring generating multivariate data, is it possible
to use a WSN infrastructure which reduces data based on
PCA maintaining the data representativeness and reducing
energy consumption and delay on the network?"

To address this problem, the scope of this work consider
the following assumptions:

• Sensing moment reduction: The application needs to
reduce the data only in sensing moment. In this case,
there are sensors array devices which collect, simul
taneously, different organic compounds. Such device,
considered as sensor node, can reduce the multivariate
data after different environment samplings, avoiding
unnecessary data traffic on the network.

• Maximum reduction supported: In this case, we
need to identify what is the maximum level of reduc
tion supported in the air quality monitoring application
where the data representativeness is not compromised.
To identify the maximum reduction, we set empirically
values for the reduction in n /2 and log n, where n is
the number of data collected by each sensor. It is im
portant to emphasize that when considering other ap
plications different values should be evaluated.

• Data representativeness: Each application has its
own requirements for quality, and so, for each appli
cation, different evaluation metrics can be employed.
Considering application for the monitoring of air qual
ity, we used hypotheses test and relative absolute er
ror [4] since such test is suitable for this application.

Specifically, to data representativeness was used the hy
pothesis test Analysis of Variance (ANOVA), calculated
through statistical program R 1. The calculation is given by
F == D~/D'tv, where D~ represents spread between sets
and D'tv the spread within the joints. Based on this calcula
tion, the p-value is used to determine if the null hypothesis
H a must be accepted or rejected. In this case, to accept the
null hypothesis indicates that there is no significant differ
ence between the variances of the two sets. By convention,
tP will be used to indicate the use of this test.

The absolute relative error considers a comparison be
tween the averages of original and reduced data. This error
is given by Y == lOOMax{I(X - y)/XI}, where X and
Yare the average of the original values and the reduced val
ues, respectively. The Y -error is calculated for each sensor
and only the highest of them, situation where the technique
is the worst, will be used.

1The R Project for Statistical Computing - http://www.r-project.org/
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3 Multivariate Reduction

This section presents the PCA-based algorithm used to
reduce multivariate data in air quality monitoring applica
tions. The main goal is generating a new data collection
keeping the original data set characteristics with minimal
loss of information.

In our sample algorithm, initially, a data classification
is made based on the first principal component obtained
through PCA. This classification groups the data consider
ing the biggest, smallest, and intermediate values of the first
principal component. Our sample algorithm uses only the
biggest values classified because the pollution levels iden
tified in air monitoring applications, generally, consider the
components positively different to identify anomalous be
haviors that indicate a higher pollutants concentration.

In order to illustrate multivariate generated data in this
application, consider the matrix X:: the input data, where
n > 0 represents the values monitored by each sensor and
m 2:: 1 represents the sensors responsible for obtaining en
vironmental information. Thus, to reduce X, it is possible
to consider three steps. The original set of sensory data X
is used to calculate the principal components C in step 1. In
step 2, first component C1 is selected and sorted. The po
sitions of biggest values in C1 , representing data positively
different from X are used to determine positions of the lines
in X that will compose the reduced data Y. Reduced data
set Y containing the lines of X more representative for the
application is obtained in step 3.

The pseudo-code is shown in Algorithm 1. In line 1,
we have the calculation of the principal components. The
complexity order of PCA calculation can be estimated in
o(m 2m ' +m2 n ), where m refers to original data dimension
(number of sensors), m' is the reduced data dimension and
n is the amount of generated data. According to [9], if m >
m' and m > n, the complexity order can be estimated in
O(m2

) . As in this case m == m' and m < n, we have
O(m2n).

Algorithm 1 Multivariate reduction
Require: X - input data, r - reduction size
Ensure: Y - reduced data

1: 0 +- calculatePca(X)
2: I +- sort(Ol) /* 01 is the first component of 0 */
3: I +- sort(I, r) /* I are the more relevant values of 01 */
4: for i +- 1 to r do
5: Yi +- x.;
6: end for

In line 2, first component C1 is sorted, where the index
I of the more relevant values are obtained. Its complexity
order is 0 (n log n), since IC11 == n. Line 3 has the sort of
vector I, considering only the r first index, to maintain the
arrival order of the items chosen for Y. Complexity order
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of sort is O(r logr). Lines 4 - 6 built the reduced output
data, whose complexity order is O(r) . Relative absolute error

Figure 1. T -error with reduction in sensing

data also reduces the energy consumption. The network be
havior study shows the benefits of reducing the amount of
data in terms of energy consumption and delay to deliver
data to sink. It is important to emphasize that in the simula
tions we evaluated only the criteria identified as relevant to
investigate the network behavior.

Regarding the simulation, the network behavior evalua
tion is performed through the Network Simulator 2 version
2.33. The simulation was executed with 33 random topolo
gies and the results are presented with symmetrical asymp
totic confidence interval of 95%.

Considering the network topology, we used a flat net
work that uses a routing algorithm based on tree of smaller
way and all nodes have the same hardware configuration.
The trees are built only once before the traffic begins, and
the source nodes are randomly distributed in the air quality
sensory region.

The network size varies with density and is obtained
through nett = J7f a~ ISI /8, 4791, where ar is the radio
range and S the sensors number. The size of the queue sup
ported by each node varies with the amount of sensory data.
The time for simulation is 1100s and the rates of traffic of
500s and 600s. The radio range is 50m, the bandwidth is
250 Kbps and the initial energy is 1001.

In this evaluation, we varied data size in n
{256, 512,1024, 2048}, used a fixed number of sensors
m = 5. The number of nodes on the network was set at
256 and only one source node is used. Again, to evaluate
the performance of the algorithm it was used the reductions
n /2 and log n. Figure 2 shows the delay observed. As ex
pected, delay diminishes significantly when we reduce the
amount of transmitted data.

The same behavior was observed for energy consump
tion. As shown in Figure 3, when we reduce the amount of
data, the energy consumption also diminishes considerably.
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Distribut ion (n = 256) (n - 512) (n-1024) (n= 2048)
n /2 logn n /2 logn n /2 log n n /2 logn

normal 0.89 0.85 0.83 0.87 0.76 0.86 0.72 0.84
skew-normal 0.88 0.86 0.84 0.85 0.80 0.84 0.69 0.85

It is known that communication consumes a lot of en
ergy in WSNs . Thus, reducing the amount of transmitted

The second analysis, T -error, represents the relative ab
solute error illustrated in Figure 1. In this case, we consider
the monitoring realized by 5 sensors. Results show that the
T -error, in the worst case (reduction log n), the largest er
ror was approximately 6% with the skew-normal distribu
tion, due to the small number of details that were transmit
ted. These erros can be explained by the fact of only one
sensor monitors each variable and thus there is no replica
tion of data from different sensors. However, an important
observation is that when the amount of generated data is
increased, the technique presents practically the same per
formance, which demonstrates its scalability.

Table 1. Analysis of variance (p-value)

Data quality evaluation considers air quality synthetic
data sets to represent the situations in which the reduc
tion is used in sensing phase. Simulations were performed
through algorithms implemented in the statistical program
R. We use for data representation the multivariate distri
butions normal and skew-normal. Thus, each scenario was
executed with 93 different data sets. For each one, the re
sults of <I> and T, described in the Section 2, are analyzed .

The normal and skew-normal data generation was done
from five media, chosen to simulate sensing of five dif
ferent variables. The used values for the averages were
10,30,50,70,90, with a standard deviation of 10%. Gen
erated data size was varied in n = {256 ,512, 1024,2048}
and we applied the reductions n /2 and log n .

The first analysis of data representativeness consider <I>,
that represents the ANOYA test. The results indicate that
there are no significant differences between the variances of
the original data and the reduced data. As shown in Table 1,
the the lowest value was equal to 0.69 and show a high level
of significance, since values above 0.05 are satisfactory to
accept the hypothesis.

5 Network Behavior

4 Data Representativeness Evaluation
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Delay forwarding data
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As future work , we intend to apply the proposed meth od
to process sensed data at leader node and through the rout
ing task. Furthermore we intend to improve the evaluat ion
of the reduc tion impac t in the network behavior. We also
plan to evaluate other solutions of mu ltivar iate data classifi
ca tion.
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In this work, we presented an algorithm that uses PCA
to reduce the amount of data traffic in WSNs. Results
show that such algorithm per forms we ll when co nsidering
air qual ity mon itor ing applications . In all simulated sce nar
ios, the observed errors were low, proving the feas ibi lity of
the solution to maintain data representative ness. Consider
ing energy co nsumption and delay, the solution proposed
also presented good results. As expec ted, by reduci ng the
amo unt of traffic in the network, energy consumption and
delay also diminish co nsiderably.

6 Conclusion and Future Work

Moreover, the rates of the reduce d data quality ana lyzed to
gether with these characteris tics em phasize still more the
efficiency of the prop osed so lution.
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